
ICPSR Session 2: Data Science and Text Analysis
K E L S E Y S H O U B A N D C A L E B P O M E R O Y

W E D N E S D A Y 1 9 T H J U LY , 2 0 2 3

Course Location & Time

• Location: CCCB 3420 or via Zoom (see Canvas for links)

• Time: 10 am - 1 pm EST Monday through Friday

Contact & Office Hours

• Instructor for weeks 1: Kelsey Shoub (pronouns: she/her)
She goes by Kelsey, or Dr. Shoub, if you prefer.

• Instructor for weeks 2 + 3: Caleb Pomeroy (pronouns: he/him)
He goes by Caleb, or Dr. Pomeroy, if you prefer.

• Course Teaching Assistant: Shayla Olson, Anmol Panda, Yehzee Ryoo

• Office Hours:

– Kelsey Shoub (221 or via Zoom): 2:00 to 3:30 pm EST (sign-up at https://dr-shoub.youcanbook.
me/) or by appointment

– Caleb Pomeroy (221 or via Zoom): 2:00 to 3:30 pm EST (sign-up at https://calendly.com/
caleb-pomeroy-office-hours/15min) or by appointment

– Shayla F. Olson: 7:00 - 8:00 am (Ann Arbor Coffee Roasting or via Zoom) and 8:05 am to 10:00
am (223 or via Zoom) (sign-up at https://calendar.app.google/ppfTcSLoYZJmSpqL9)

– Anmol Panda (222 or via Zoom): 9:00 am to 10:00 am and 5:00 to 7:00 pm EST (sign-up at
https://anmolpanda.youcanbook.me/)

– Yehzee Ryoo (TBD or via Zoom): 5:00 to 6:00 pm EST and 8:00 to 10:00 pm EST (sign-up at
http://whenisgood.net/3f89iad)

– Contact Information: Please contact us via the messaging system within Canvas for this course.

Course Overview

The social sciences have experienced an explosion of interest in data science, with a special em-
phasis on the quantitative analysis of textual data, over the past decade. This interest has not been
misplaced, as data science techniques and text-as-data studies have revealed important social phe-
nomena across a wide range of disciplines, and at a previously inconceivable scale. Yet, as with
any emerging fields, there are many poorly documented pitfalls, as well as significant technical and
theoretical challenges. This course seeks to arm its participants with the theoretical background,
practical experience, and technical capacity to pursue cutting edge social science research using text
data. This course is designed to cover the key technical aspects of conducting research with text data
with a special emphasis on techniques drawn from the emerging field of data science: from data
collection and preprocessing, through to description and inferential analysis. Students are expected
to have some experience with R programming, and some background in statistical analysis for the
social sciences.
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Goals

By the end of the course, participants should possess the basic skills necessary to perform most
data collection and management tasks they are likely to encounter over the course of a research
project intended for publication as a scholarly journal article. They should also have the skills and
experience to collect and preprocess digital text data, and apply a number of standard text analysis
techniques to their data.

Prerequisites

Some background in statistical inference, regression analysis, etc. with some basic R programming
experience a plus.

– This course is intended for graduate students in the social sciences with some background in
statistical analysis for the social sciences. We expect that you will have some experience with
hypothesis testing, regression analysis and some basic background in statistics, as we do not
intend to cover this material during the course. It is important that you have this background
so that you will be able to follow along with the statistical models for text we cover in the later
part of the course.

– We do not require any programming experience, although having some experience with R will
certainly make the early part of the course less challenging. The first week of the course will be
focused on getting everyone up to speed on R programming, including those with no background,
so if you do not have experience using R or with programming, this course is still for you. For
those with some experience using R, you may find the first week to week and a half to be more
review, before we dive into text analysis.

Homework

Students will have a weekly homework assignment (for a total of three assignments), typically
assigned on Wednesday and due on Monday. A writeup with instructions for each assignment will
be posted on the course website. Each student will submit their assignment on Monday and we will
leave time for discussion of the assignments. More details will be provided in the assignment, but
the writeup will typically be 2-5 pages, single spaced (including figures). Below is a brief overview
of the three assignments for the class:

– Data Collection and Description: Your first assignment will involve collecting a corpus of doc-
uments that you will analyze over the rest of the course. We will go over a variety of techniques
for collecting these data in class. You will be expected to provide a write-up on the data set you
selected (including some basic descriptive statistics), and to provide a copy of your dataset in a
format we will describe in the homework assignment. You may collect any corpus you like, and
we will provide examples for those who do not have one in mind. Your corpus should satisfy the
following criteria:

* Your dataset should be 100+ documents.

* Your dataset should be 100+ pages (30,000+ words) in total. This is important because
some of the algorithms we use in this class require a reasonably large amount of text to
produce actually interpretable results.

* Your dataset should have one categorical variable and one continuous variable per document
for at least 100 documents. You can hand-code these for a subset of documents if you
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are working with a larger dataset and there is not an easy way to gather these covariates
automatically/programatically.

– Text Preprocessing and Exploration: In this assignment, you will apply some of the prepro-
cessing and description techniques we go over in the class to the corpus you collected in your
previous homework assignment.

– Text Analysis: In the final assignment, you will apply some of the inferential methods we discuss
in the final week of the class to your corpus.

Grades

Grades will be assigned based on performance on the homework assignments. Each assignment
will be graded (0 - no submission, 1 - does not demonstrate comprehension of the methodology, 2 -
adequate comprehension demonstrated, 3 - excellent comprehension demonstrated). Grade Scale
(based on sum of assignment grades): A+ (9), A (7-8.25), A- (6-6.75), B+ (4.5-5.75), B- (ă4.5).

Schedule

More details, along with links to assigned readings and class lab materials will be provided on the
course Canvas page. Each class will typically start with a lecture component, followed by a lab. We
will post the R scripts for each lab on the course Canvas page so that participants may follow along
and adapt the provided code to help with their assignments.

Week 1: Programming and Data Management

This week will be taught by Dr. Shoub.

– Monday: Orientation day; No class.

– Tuesday: Course Introduction, Setting up R, and R Basics.

* Materials for Today: ICPSR Day 1.R

* R Packages for Today: rio

* Supplemental Resources: (1) Setting up R and RStudio (http://www.mjdenny.com/Data_
Science_Tools.html); (2) Basic R Tutorial (http://mjdenny.com/R_Tutorial.html); (3)
E-book on Programming in R that focuses on the ”Tidyverse” paradigm (https://r4ds.had.
co.nz/explore-intro.html(Linkstoanexternalsite.)); (4) swirl (an online, interactive
R programming site) (https://swirlstats.com/)

– Wednesday: Data Management & Manipulating Strings

* Materials for Today: StringManipulation.pdf, ManagementFunctions-1.R,
BasicStringManipulation.R, Amdts.zip

* R Packages for Today: dplyr, tidyr

* Reading for Today: the Introduction for the Regular Expressions Tutorial on Regular-Expressions.info
(https://www.regular-expressions.info/tutorial.html)

* Supplemental Resources for R Generally:(1) E-book on Programming in R that focuses on
the ”Tidyverse” paradigm (https://r4ds.had.co.nz/explore-intro.html); (2) swirl (an
online, interactive R programming site) (https://swirlstats.com/)
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* Supplemental Resources for Working with Regular Expressions: (1) Nield. 2017. ”An
Introduction to Regular Expressions.” O’Reilly. https://www.oreilly.com/content/

an-introduction-to-regular-expressions/; (2) Work through the lessons on Regex-
One (https://regexone.com/lesson/introduction_abcs) to develop a better sense of the
logic; (3) For the Tidyverse code and explanation, see Chapter 14 from R for Data Science
(https://r4ds.had.co.nz/strings.html)

* An Additional Tool: To build and test your regular expression, think about using regex101
(https://regex101.com/).

– Thursday: Constructing a Data Set (focus on web scraping) + Preprocessing Basics

* Materials for Today: WebScraping.pdf, WebScrapingPart1.R

* R Packages for Today: httr, stringr, quanteda, ggplot2, stringr

* Reading for Today: (1) Wilkerson, John, and Andreu Casas. ”Large-scale computerized text
analysis in political science: Opportunities and challenges.” Annual Review of Political Sci-
ence 20 (2017): 529-544.; (2) Denny, M. J., Spirling, A. (2018). Text Preprocessing For
Unsupervised Learning: Why It Matters, When It Misleads, And What To Do About It. Political
Analysis, 26(2), 168189.

* A Supplemental Resource: (1) Read Chapter 4, Section 2 from: Manning, C. D., Schtze, H.
(1999). Foundations of Statistical Natural Language Processing. Cambridge, MA: MIT Press.
http://nlp.stanford.edu/fsnlp/

– Friday: More on Preprocessing + Dictionaries

* Materials for Today: TBD

* R Packages for Today: quanteda, ggplot2, stringr

* Reading for Today: (1) Muddiman, Ashley, Shannon C. McGregor, and Natalie Jomini Stroud.
”(Re) claiming our expertise: Parsing large text corpora with manually validated and organic
dictionaries.” Political Communication 36.2 (2019): 214-226.; (2) Young, Lori, and Stuart
Soroka. ”Affective news: The automated coding of sentiment in political texts.” Political
Communication 29.2 (2012): 205-231.https://doi.org/doi:10.1017/pan.2017.44

* A Supplemental Resource: (1) Quanteda Reference Materials (https://quanteda.io/articles/
pkgdown/quickstart.html)

* Supplemental Resources & Readings: (1) Guo et al. 2016. ”Big Social Data Analysis in Journal-
ism and Mass Communication: Comparing Dictionary-Based Text Analysis and Unsupervised
Topic Modeling.” Journalism and Mass Communication Quarterly; (2) Dun, Lindsay, Stuart
Soroka, and Christopher Wlezien. ”Dictionaries, Supervised Learning, and Media Coverage
of Public Policy.” Political Communication (2020): 1-19.; (3) Quanteda Reference Materials
(https://tutorials.quanteda.io/advanced-operations/targeted-dictionary-analysis/;
https://quanteda.io/articles/pkgdown/quickstart.html).

Week 2: Text Preprocessing and Supervised Text Analysis

This week will be taught by Dr. Pomeroy.

– Monday: Feature Representation – Part 1: Part-of-Speech Tagging

* Materials: feature representation1 lecture.pdf, feature representation1.R

* Readings: (1) Manning, Christopher and Hinrich Schtüze “Foundations of Statistical Natu-
ral Language Processing”, Chapter 3; (2) Justeson, John S. and Slava M. Katz. “Technical
terminology: some linguistic properties and an algorithm for identification in text.” Natural
Language Engineering 1.1 (1995): 9-27; (3) Handler, Abram, et al. ”Bag of what? simple
noun phrase extraction for text analysis.” Proceedings of the First Workshop on NLP and
Computational Social Science. 2016.
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– Tuesday: Feature Representation – Part 2: DFM Preprocessing Implications and Weighting

* Materials: feature representation2 lecture.pdf, feature representation2.R

* Readings: (1) O’Connor, Brendan. “MiTextExplorer: Linked brushing and mutual information
for exploratory text data analysis.” Proceedings of the Workshop on Interactive Language
Learning, Visualization, and Interfaces. (2014); (2) Monroe, Burt L., Michael P. Colaresi, and
Kevin M. Quinn. ”Fightin’words: Lexical feature selection and evaluation for identifying the
content of political conflict.” Political Analysis 16.4 (2008): 372-403.; (3) Denny, Mathew.
“Revisiting fightin’ words: Feature selection using an informed Dirichlet Model” (2016).

– Wednesday: Text Similarity and Reuse

* Materials: text similarity lecture.pdf, text similarity.R

* Reading: (1) Wilkerson, John, David Smith, and Nicholas Stramp. “Tracing the flow of policy
ideas in legislatures: A text reuse approach.” American Journal of Political Science 59.4
(2015): 943-956.; (2) Casas, Andreu, Matthew J. Denny, and John Wilkerson. ”More effec-
tive than we thought: Accounting for legislative hitchhikers reveals a more inclusive and
productive lawmaking process.” American Journal of Political Science 64.1 (2020): 5-18.;
(3) Denny, Mathew. “Assessing editing patterns across documents” (2016).

– Thursday: Supervised Learning – Part 1: Intuition and Basic Modeling

* Materials: supervised learning1 lecture.pdf, supervised learning1.R

* Readings: (1) James et al. (2017) An Introduction to Statistical Learning. Chapter 4 to
4.3; (2) Jukra et al. RTextTools: A Supervised Learning Package for Text Classification.; (3)
Jacob Eisenstein. (2018). Natural Language Processing; (4) An extensive vignette for glmnet:
https://web.stanford.edu/~hastie/glmnet/glmnet_alpha.html.

– Friday: Supervised Learning – Part 2: Advanced Modeling

* Materials: supervised learning2 lecture.pdf, supervised learning2.R

* Readings: (1) An overview of SVMs and regression trees.; (2) More information on
the caret package that we’ll be using: https://topepo.github.io/caret/index.html;
(3) An easy walk through of how to use caret: https://towardsdatascience.com/

create-predictive-models-in-r-with-caret-12baf9941236

Week 3: Unsupervised and Semisupervised Text Analysis

This week will be taught by Dr. Pomeroy.

– Monday: Topic Models – Part 1: Basic LDA

* Materials: topic models1 lecture.pdf, topic models1.R

* Readings: (1) Blei, D. (2012). Probabilistic Topic Models. Communications of the ACM,
55(4), 7784.; (2) Mimno, D., Wallach, H. M., Talley, E., Leenders, M., McCallum, A. (2011).
Optimizing semantic coherence in topic models. EMNLP 2011 - Conference on Empirical
Methods in Natural Language Processing, Proceedings of the Conference, (2), 262272; (3)
Fligstein, Neil, Jonah Stuart Brundage, and Michael Schultz. ”Seeing like the Fed: Culture,
cognition, and framing in the failure to anticipate the financial crisis of 2008.” American
Sociological Review 82.5 (2017): 879-909.

– Tuesday: Topic Models – Part 2: Structural Topic Models

* Materials: topic models2 lecture.pdf, topic models2.R

* Readings: (1) Quinn, K. M., Monroe, B. L., Colaresi, M., Crespin, M. H., Radev, D. R. (2010).
How to analyze political attention with minimal assumptions and costs. American Journal
of Political Science, 54(1), 209228.; (2) Roberts, M. E. et al. (2014). Structural topic models
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for open-ended survey responses. American Journal of Political Science, 58(4), 10641082.;
(3) Roberts et al. (2014) stm: R Package for Structural Topic Models (package vignette).

* Optional Readings: Wallach, H. M., Murray, I., Salakhutdinov, R., Mimno, D. (2009). Evalua-
tion methods for topic models. Proceedings of the 26th Annual International Conference on
Machine Learning - ICML 09, (4), 18.

– Wednesday: Word Embeddings – Part 1: Model Fitting and Description

* Materials: word embeddings1 lecture.pdf, word embeddings1.R

* Readings: (1) Rodriguez, Pedro L., and Arthur Spirling. “Word embeddings: What works,
what doesn’t, and how to tell the difference for applied research.” The Journal of Politics
84.1 (2022): 101-115. (2) Pennington, Jeffrey, Richard Socher, and Christopher D. Man-
ning. “Glove: Global vectors for word representation.” Proceedings of the 2014 conference
on Empirical Methods in Natural Language Processing (2014). (3) Mikolov, Tomas, et al.
“Distributed representations of words and phrases and their compositionality.” Advances in
Neural Information Processing Systems 26 (2013).; (4) Garg, Nikhil, et al. “Word embed-
dings quantify 100 years of gender and ethnic stereotypes.” Proceedings of the National
Academy of Sciences 115.16 (2018): E3635-E3644.

– Thursday: Word Embeddings – Part 2: Inference

* Materials: word embeddings2 lecture.pdf, word embeddings2.R

* Readings: (1) Kozlowski, Austin C., Matt Taddy, and James A. Evans. “The geometry of
culture: Analyzing the meanings of class through word embeddings.” American Sociological
Review 84.5 (2019): 905-949. (2) Rathbun, Brian C., and Caleb Pomeroy. “See no evil,
speak no evil? Morality, evolutionary psychology, and the nature of international relations.”
International Organization 76.3 (2022): 656-689. (3) Rodriguez, Pedro L., Arthur Spirling,
and Brandon M. Stewart. “Embedding regression: Models for context-specific description
and inference.” American Political Science Review (2023): 1-20.

– Friday: Semantic Network Analysis

* Materials: semantic networks lecture.pdf, semantic networks.R

* Readings: (1) Farrell, Justin. “Corporate funding and ideological polarization about climate
change.” Proceedings of the National Academy of Sciences 113.1 (2016): 92-97.; (2) Hoff-
man, Mark Anthony. “The materiality of ideology: cultural consumption and political thought
after the American Revolution.” American Journal of Sociology 125.1 (2019): 1-62.; (3)
Green, Jon. (Working paper) “Ideological Belief Systems in Theory and Practice: Evidence
from Political Pundits.” https://osf.io/2cjse/; (4) adawy, Adam, Emilio Ferrara, and
Kristina Lerman. “Analyzing the digital traces of political manipulation: The 2016 Russian
interference Twitter campaign.” 2018 IEEE/ACM international conference on advances in
social networks analysis and mining (ASONAM). IEEE, 2018.
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